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In this work, we propose a partitioning of the first-order reduced density matrix correspondinytelaatron

system into first-order reduced density matrices associated with regions defined in the real space (regional
matrices). The treatment is based on an isopycnic orbital localization transformation that provides regional
matrices that are diagonalized by identical localized orbitals, having many attributes associated with chemical
concepts (appropriate localization in space, high transferability, etc.). Although the obtained numerical values
are similar to those arising from previous studies, their interpretation is more rigorous and the computational
cost is much lower.

1. Introduction these basins (i.e., functional groups or any other arbitrary atomic

In previous studies on population analysis we have reported ass_ociations_) are st_rictl_y_ and straight_forwardly comparaple,
satisfactory results of chemical interest implementing partition- WNich constitutes a significant accomplishment in a theoretical
ings of the first-order reduced density matrix of ldrelectron point of view. Apart from these achievements of theoretical
system in terms of correlated holeand first-order density nature,.thls treatment possesses anothgr important advantage in
matrices associated with Bader's regiéie.both procedures, ~ & Practical point of view: the computational cost is decreased
the extraction of the chemical information contained in these PY @ factor ofM because only one localization transformation
regional matrices has required two steps: (a) the partitioning iS carried out wheredd localization ones are neede_d in previous
of the first-order reduced density matrix into matrices associated tréatments although the results turn out to be similar to those
with M spatial regions and then (b) the performance of an arising from former methods.
isopycnic localization transformation of each one of the matrices  The article is organized as follows. The second section reports
arising from that partitioning. Although the numerical deter- the main features of the isopycnic orbital localization transfor-
minations obtained are in good agreement with the genuine mations used in this work. The third section describes the
chemical knowledge of the systems studied, in both treatmentsdecomposition of the usual first-order reduced density matrix
the results corresponding to each regional matrix have beeninto first-order matrices associated with Bader’s atomic basins.
obtained from alifferentlocalized orbital set and consequently This section also presents a study of the properties of these
these procedures do not provide a rigorous comparison betweerlevices including their representability. The fourth section
the results of each fragment. reports the computational aspects of this work, the results found

The aim of this paper is to avoid this drawback by reporting in selected molecules, the corresponding discussion and a
a simpler treatment where only one isopycnic transformation comparison between the present proposal and our previously
is needed that provides all the results expressed in an identicaldescribed partitioning modélFinally, the last section sum-
basis set. This transformation is performed before the partition- marizes the concluding remarks.
ing of the N-electron first-order reduced density matrix and
consequently this treatment reverses the order in the performanc
of the two above-mentioned steps. This model, which represent:
a rigorous foundation for Cioslowski definitions of ionicity and
bonding multiplicity by means of bond orde¥$, provides Quantum-chemical calculations produdéelectron wave
regional matrices having many attributes usually associated with functions from which several quantities of interest can readily
physical and chemical concepts (fulfillment of ensemble rep- pe derived. One of these quantities is the first-order reduced
resentability; appropriate localization in space, high transfer- - gensity matrixI'(x,x'). This matrix, which uniquely determines
ability, etc.). All resulting regional matrices are diagonalized expectation values of all one-electron operators, is usually

by identical localized orbitals and, consequently, the eigenvaluesgescribed in terms of their natural spiarbitals, y;i(x), which
(electronic populations) of the density matrices corresponding 5re defined by the following equations:

to atomic spatial basins or those corresponding to unions of

. Background of Isopycnic Orbital Localization
STransformations
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wherex andx' stand for the space and spin coordinates. The
normalization condition, eq 2, determines the values of the
occupation numbersy. There are, however, infinitely many
sets of spir-orbitals, ¢i(x), and the corresponding occupation
numbers,y;, that satisfy eqs 1 and 2, but not necessarily the
orthogonality condition, eq 3. Any linear transformation between
the functiongypi(x) andg¢i(X) leaves the first-order density matrix,
rather than the wave function itself, invariant. Such a transfor-
mation, which has been termedisspycnig is defined by means

of a matrixC which satisfie

i =]

&(¥) = zcij P;(X) (4)
T
G = Uij(nj/”i)l/2 (5)
and
v = anUi’JfUij (6)
T

whereUj are elements of a unitary matrix. This transformation,
which preserves the diagonal form B{x,x') and yields real
occupation numbersy;, satisfying the conditions

O=y$,=1

ZViZN

()
8)

allows one to localize natural spiorbitals that originate from
arbitrary wave functions. Orbital localization is accomplished
by finding an isopycnic orbital transformation matrig, that
maximizes the localization index

L= vCiC,C:.C;

ZZ im |nTkImn
I KImn

where the tensofTym, defines the localization procedure.
Although several definitions fofymn are possiblé; 13 in this
paper we are interested in the Cioslowski localization criteffon.
In this case, the tensdris defined through the theory of atoms
in molecules (AIM)! As is well-known, this theory carries out

a partitioning of the physical space based on the topological
properties of the electron density function. The whole three-
dimensional space is divided into disjunct atomic bashs
which are defined by surfaces having zero flux in the gradient
vector field of the electron density. Thus, within this procedure
the tensofl is defined so as to maximize an AIM charge-density
overlap functional,

Tklmn = Z @k|wl@zA@m|Wn@2A

©)

(10)

in which @i|yjld, are the overlap integrals over the Bader
atomic basin€2a (where the integration is limited to this kind
of basins). The quantityi|yil, defines the atomic population
(occupancy) of théth spin—orbital on the atomic regiofa,
and the quantity

L= ZWiWi@:AWiWi@zA (11)
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is thelocalization indexof theith spin—orbital and its inverse,
L1, is equal to the effective number of atoms spanned by the
ith spin—orbital 14

Localized spir-orbitals resulting from this localization
procedure do indeed have many attributes usually associated
with chemical concepts (appropriate localization in space, high
transferability, etc.) so that they can be regarded as the
theoretical counterpart of the classical chemical pictures such
as bonds, nonbonding electron pairs, core orbitals, valences and
so forth, as has been shown in ref 4. Therefore, the description
of the first-order reduced density matrix in terms of these orbitals
seems to be an adequate starting point to propose a partitioning
of the first-order reduced density matrix corresponding to an
N-electron system into first-order density matrices, each of them
associated with an atomic basin defined in the AIM theory.

3. Partitioning of the First-Order Reduced Density
Matrix

Let us consider the description of the first-order reduced
density matrix in terms of its localized isopycnic-related natural
spin—orbitals

L(xxX) = > vg () ¢i(x) 12)

Our philosophy is to combine these localized spambitals
according to their presence on the atomic basins in the molecule,
to construct a set of first-order density matrices, each of them
associated with an atomic basin defined in the AIM theory.
Thus, let us consider the quantiiy|¢ilg, which, as mentioned
above, defines the atomic population (occupancy) ofithe
localized spir-orbital on the atomic regiof,. This quantity,
which satisfies the relations

0= Blpk, <1 (13)

g@ﬂ@%A =1 (14)

yields a natural partitioning of the first-order reduced density
matrix

r(xx) = ZFQA(X,X’) (15)
| where
Lo, (xX) = 3 ()47 (9 ¢i(x) (16)
and
vi(Qa) = vildiloiLd, 17)

The matriced g, (x,X’) constitute thdirst-order reduced density
matricesassociated with the regior€2,. From their definitions,

eq 16, it follows that these matrices retain the chemical attributes
of the localized orbitals from which they arise (appropriate
localization in space, high transferability, etc.). Moreover, all
of them diagonalize in theameisopycnic basis sethi(x), and
possess features similar to those of the ordinary reduced density
matrix: each matrix is Hermitian and its trace is givenNay,,

the number of electrons within the bagx, which coincides

with Bader’s (electronic) atomic charge as may be seen from
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fdx Lo, (xX) = zVi(QA) = Zvimbi|¢il-_§l2,_\
I 1
= Z(”knOUZUTkUHWkWQzA
I

= Z(nknOl/Z‘SkaW@zA =
anﬁy’ka@zA =N, (18)
where eqs 46 have been taken into account. The occupation

numbers of themonorthonormalocalized natural spirorbitals
of T, (xX), vi(Qn), satisfy

0=1$(Qy =1 (29)
and, similarly, it follows that (see Appendix)
0=y =1 (20)

wheren;(Q4) are the occupation numbers of tbehonormal
canonical natural spinorbitals of I'g,(X,X), that is

Lo, (xX) = 5 Q¥ () ¥i(x) (21)

where

() = Z[Vj(QA) v (€24)] vz U;Uki@jWkD (22)
J

and;(x), which in general differs from the original canonical
one yi(x), is related togi(x) through a new isopycnic orbital
transformation

Ci = Uyl (@™ (23)
whereU; are elements of a new unitary matrix. Finally, it must
be noted that these regional matrices are defiaftdr the

localized orbitals have been determined. This fact provides that
these matrices possess the important property of being inde-p

pendent of the orbital representation.

All these properties ensure the (ensemble) representability
of the I'a(x,X') matrices and therefore their physical grounds
and usefulness to describe first-order properties within¢¢he

regions. We must emphasize that the partitioning described in
eq 15 leads to genuine first-order reduced density matrices

associated with region®. In a previous study,we described
a partitioning of the first-order reduced density matrix from a
symmetrical expansion of the first-order reduced density matrix

that preserves the essential properties of that matrix and also
leads to true first-order reduced density matrices associated with

regionsQ2. However, as has been pointed out in the Introduction,
the former treatment required to perform a localization in each

one of the regional matrices obtained and consequently the

comparison of results is not rigorous. Moreover, that partitioning
increases the computational expense beckliddferent local-
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for practical reasons the numerical determinations reported in
this work have been performed through a spin-free formulation.
As is well-known, the spin-free first-order reduced density

matrix is given by

Ir(rr)= ZF({r,o} {r.o}) (24)

where{r,o} stands for the set of spatial and spin coordinates,
respectively. Analogously, the spin-free version offlg{r,o} ,-
{r',0}) quantity will be defined as

Lo(rr) =3 To({r.o}b{r'.a}) (25)

For states having spin quantum numig&r= 0 (singlets and
other states), the spin-free first-order reduced density matrix
associated with the regida can be calculated straightforwardly
starting with the matriX'(r,r'). This allow us to handle matrices
of lesser size with lower computational expenses than those
demanded by the spirorbital formulation. The treatment of
states withS, = 0 requires the independent evaluation of the
To({r.a} {r',a}) andTo({r,A} {r',}) matrices, becausEq-
({r.o3 {r',a}) = To{rB}{rB}), ¢ "and then, in a subsequent
step, to add both spin blocks according to eq 25.

The T'o(r,r') matrices can be extended to unions between
basinsUaQa, that is,

r(uAQA)(rvr') = Zvi(UAQA) ¢ (r) ¢i(r')

(26)

where

Vi(UaR2,) = gvi (Bl b, (27)

and the sun}'q, is restricted to th&4 regions that are included

in the union setUaQa. Obviously, ifUaQ4 is the whole space
waen)(r.r) = I(rr) and Nu,o, = N. These properties
guarantee that th&€q(r,r') matrices are appropriate tools to
describe molecular fragments of chemical interest, like atoms,
functional groups, etc. Such a description allows one to analyze
electronic populations and their degeneracies in terms of inner
shells, lone pairs, inner bondings within a determined region
Q as well as bondings of that region with the rest of the
molecule.

To test the usefulness of the above proposed partitioning of
first-order reduced density matrix, we have chosen the series
of hydrides of the second-row elements, some diatomic mol-
ecules and simple hydrocarbons, all of them in the singlet ground
states so that the spin-free formulation can be used. The
calculations were carried out using GaussidhpBgram, which
generated the first-order reduced density matrix elements and
the overlap matricesyilyjld,. In a subsequent step, these
matrices were subjected to our own computational implementa-

ized basis sets need be constructed whereas only one is requiregly, The results reported for those systems have been obtained

in the present proposal. Both partitionings are distinct as a
consequence of the different order in which localization and

with the basis sets 6-31G(d,p) except for the acetylene molecule
which has been calculated with the 6-31G basis set to avoid

partitioning are performed in the prg§en.t and the former modgl. the occurrence of the nonnuclear attractor, which appears with
These studies show that the partitioning of reduced density y,q former set920A study of the basis set dependency of this
matrices allows different approaches that deserve to be Cons'd'methodology has also been performed using several basis sets

ered in the description of atomic or functional groups. on the HF molecule, chosen as test example. For all systems,
the geometries were optimized for the corresponding basis sets
within configuration interaction (Cl) wave functions with single

In the previous sections we have expressed the first-orderand double excitations (SDCI) arising from Hartrdeock
reduced density matrices in terms of sporbitals. However, reference states.

4. Computational Details, Results and Discussion
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TABLE 1: Calculated Eigenvaluesv;(2) (Electronic Populations) and Assigned Eigenvectors of Localization Based First-Order
Reduced Density Matrices Associated with Bader’'s Regions, lonicities of Bonds (as a Percentage) and Covalent Bond Orders for
Second-Row Hydrides in the SDCI Treatment Using the 6-31G(d,p) Basis Set

system fragment<g) No vi(Q2) degeneracy assignment ionicity bond covalent bond order
BeH, Be 2.277 1.991 1 s Be—H 0.261
0.138 2 OBeH 85.8
H 1.862 1.804 1 OBeH 85.8 H-H 0.088
BeH 4.138 1.995 1 ks
1.942 1 Ogen (iNner H)
0.162 1 ogen (Outer H)
BH3 B 2.946 1.997 1 Is B—H 0.512
0.307 3 OBH 67.4
H 1.685 1.576 1 OBH 67.4 H-H 0.136
BH 4.631 1.998 1 Is
1.883 1 ogn (inner H)
0.349 2 ogn (Outer H)
CH, C 5.845 2.000 1 s C—H 0.970
0.947 4 OcH 1.1
H 1.039 0.967 1 OcH 11 H-H 0.038
CH 6.884 2.000 1 s
1.914 1 ocn (inner H)
0.966 3 ocn (outer H)
NH3 N 8.010 2.000 1 s N—H 0.875
1.929 1 lone pair
1.339 3 ONH 37.7
H 0.663 0.606 1 ONH 37.7 H-H 0.015
NH 8.674 2.000 1 18
1.944 1 lone pair
1.945 1 onn (inner H)
1.351 2 onn (outer H)
H,O o 9.148 2.000 1 s O—H 0.655
1.974 1 o-lone pair
1.953 1 mr-lone pair
1.573 2 OoH 60.4
H 0.426 0.389 1 OOH 60.4 H-H 0.006
OH 9.574 2.000 1 s
1.963 2 o-lone pair;
oon (inner H)
1.979 1 mr-lone pair
1.581 1 oon (outer H)
HF F 9.711 2.000 1 Is F—H 0.479
1.988 1 o-lone pair
1.975 2 st-lone pair
1.706 1 OFH 73.0
H 0.289 0.266 1 OFH 73.0

The results in Table 1 show the valubk, found in the arising from the more conventional method reported by Cioslows-
monatomic and diatomic fragments that can be outlined in the ki and Mixor?
series of hydrides of the second-row elements. This table also
reports the partitionindNg = Y ivi(2) in terms of the nonneg- (il it — [l il
ligible v;(Q2) values (see eq 18) as well as the degeneracy of Blo0 + G (29)
the corresponding localized orbitals. These quantities allow us e e
to carry out a suitable assignment of these orbitals in good
agreement with the genuine chemical knowledge, as is shown
in column six. They;(Q) values point out the polarity of the
bonding of the regiorf2 with other regions; e.g., the diatomic
fragments A-H (A = Be, B, C, N, O, F) fulfillv;(H) > v;j(A)
in the systems Bej{1.804> 0.138) and BH (1.576> 0.307),
showing the negative character of the H basinsiit) < v;-
(A), as expected, in the compounds N9.606 < 1.339), HO
(0.389 < 1.573) and HF (0.266< 1.706). A quantitative
measure of this polarity has been written down in column seven .
of this table, which reports the ionicity (as a percentage) of the Pae = zvi(A) vi(B) (30)
bondings A-H. The ionicity of these bondings has been '
evaluated in terms of the valuegA) andv;(H) corresponding
to the localized orbitalg;(r) which describes that bonding?as

v(A) — v (H) Pae = ) %' ACAi1¢ 3 (31)
W(A) T (H) (28) '

In the last column of Table 1 we report a covalent bond order
derived from this framework. This quantity, which is consistent
with the exchange definition derived in ref 21, allows one to
assess the index of bonding between two atoms A and B
according to the Lewis (resonance) structure described by the
particular set of localized orbitalgi(r). This quantity can be
calculated directly knowing the electronic populations associated
with T'g(r,r") matrices as

A comparison of our definition with that reported in ref 4

shows that both quantities are coincident. These results confirm,
which is identical to the ionicity index of the bondings—l as has been pointed out in the Introduction, that the ionicity
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TABLE 2: Calculated Eigenvaluesv;() (Electronic Populations) and Assigned Eigenvectors of Localization Based First-order
Reduced Density Matrices Associated with Bader’'s Regions, lonicities of Bonds (as a Percentage) and Covalent Bond Orders for
Diatomic Molecules and Hydrocarbons in the SDCI Treatment Using the 6-31G(d,p) Basis Set

system fragmentg) No vi(Q2) degeneracy assignment ionicity bond covalent bond order
N> N 7.000 2.000 1 Is N—N 2.913
1.966 1 o-lone pair
0.989 1 ONN'
0.974 2 JINN'
CO C 4.738 1.996 1 s Cc-0 1.558
1.856 1 o-lone pair
0.224 1 Oco 77.4
0.288 2 Tco 70.5
(0] 9.262 2.000 1 s
1.983 1 o-lone pair
1.754 1 Oco 77.4
1.666 2 Tco 70.5
F F 9.000 2.000 1 s F—F 1.180
1.978 1 o-lone pair
1.956 2 mt-lone pair
0.964 1 Orr
CzHg (D3n) C 5.838 2.000 1 s c-C 0.985
(HsC—C'H3') 0.936 1 occ C—H 0.963
0.930 3 OcH 2.6
H 1.054 0.979 1 OcH 2.6 H-H 0.040
ccC 11.675 2.000 2 sl
1.872 1 occ
0.949 6 OCH, OC'H'
CHs 9.000 2.000 1 Is
1.949 3 OcH
0.985 1 occ
CoH4 C 5.953 2.000 1 s c-C 1.857
(H.C—C'H>) 0.981 2 OcH 1.6 C—H 0.984
0.965 1 occ
0.917 1 JTce
H 1.024 0.951 1 OcH 1.6 H-H 0.031
ccC 11.901 2.000 2 sl
1.929 1 occ
1.835 1 JTce
1.002 4 OCH; OCH'
CH; 8.000 2.000 1 Is
1.947 2 OCH
0.987 1 gcc
0.971 1 JTce
CoH2 C 6.137 2.000 1 s c-C 2.785
(HC—C'H") 1.175 1 OcH 19.2 C-H 0.986
0.972 1 occ
0.955 2 JTce
H 0.863 0.797 1 OcH 19.2 H-H 0.001
ccC 12.274 2.000 2 sl
1.945 1 occ
1.910 2 JTce
1.181 2 OCH, OC'H'
CH 7.000 2.000 1 s
1.972 1 OcH
0.991 1 occ
0.972 2 Jlcce

aCalculated in the 6-31G basis set.

index and the bond order can be derived suitably from our the bondings €H in the GHg and GH4 molecules and a higher
methodology of regional reduced density matrices. one for the GH, system in which the H fragment has a positive
In Table 2 we report identical quantities to those mentioned charge in good agreement with the well-known properties of
in the previous one, describing atoms contained in diatomic this hydrocarbon.
(homonuclear and heteronuclear) molecules and fragments of Table 3 shows the values of ionicity and covalent bond order
chemical interest in the simplest hydrocarbons possessing singlepbtained for the HF molecule within this methodology using
double and triple bond orders. A survey of the values found several basis sets. Starting with a minimal STO-3G basis set,
shows that the degeneracies and assignments are in excellerthe increase of the basis set size initially provides an increase
agreement with the expected features for these molecules. Theof the ionicity and the corresponding decrease of the covalent
polarity of the bondings in homonuclear molecules 84d F) bond order, and this effect in reinforced when polarization
is zero whereas the CO molecule presents reasonable valuefunctions are included. However, as can be observed in the table,
for bothoco andzrco bonds. Similar comments deserve the bond once the basis set size is sufficiently large, further size increases
orders found for all systems as in the diatomic molecules as in do not provide substantial changes in the reported quantities.
the hydrocarbons (single, double and triple bonding<3Gand These results allow us to infer the stability of the ionicity and
C—H). The method predicts very low values for the polarity of bond order values once the basis set is large enough.
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TABLE 3: Basis Set Dependence of lonicities of Bonds (as a  diagonalized by identical localized orbitals. We have performed
Eetrk?:rgaDgCel) ?rfé% t(r:n%\ﬁlem Bond Orders for the HF Molecule 3 study of the representability conditions for these regional
matrices whose fulfillment ensures the physical grounds and

] ] ) o covalent the reliability of the information arising from these devices. We

basis set dimension Nor  Now lonicity bond order have also described first-order reduced density matrices associ-
STO-3G 6 9372 0627 402 0.825 ated with unions of atomic basins, whose treatment provides
3-21G 11 9.539 0461  56.4 0.694 an important chemical information which has been related with
6—31G 11 9.592 0.408 61.6 0.632 . - .
D95V 11 9.601 0.399 62.8 0.619 groups of atoms. Th.e resul'ts obtallned within this scheme have
6-31G(d) 17 9.684 0.316 70.1 0.513 allowed us to describe satisfactorily molecular fragments and
cc-pvDZ 19 9.723 0277 744 0.462 their bondings with a lower computational cost than previously
6-31G(d,p) 20 9.711 0289 730 0.479 reported models. Moreover, our treatment evaluates the polarity,
D95V(d,p) 20 9.715 0.285 73.7 0.427 A . L . . .
6-31+G(d,p) 24 9.723 0277 744 0.462 ionicity anq bonding multlpl|0|ty from .the |r'1f0rmat|on contained
6-31G(2d,2p) 29 9.714 0.286 73.6 0.475 in the regional matrices leading to identical values than those
cc-pvTZ 44 9.745 0255 764 0.433 predicted by more conventional methods. The good agreement

2 The [ily;La, integrals were obtained from Proaim prograrfor between our results and those arising from the genuine chemical
this basis set. knowledge shows that this methodology is a useful and cost

competitive tool for the understanding and description of

In ref 2 we described a model that performs a topological molecular structures. We are currently working on the applica-

partitioning of the first-order reduced density matrix according tion of this methodology to determine functional groups in
to an algebraic symmetrical expansion of that matrix, i.e. several series of organic compounds.
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where

This model deals with the natural orbitalgi(r) and their
corresponding occupation numbans The extraction of the
chemical information contained in these regional matrices
requires the performance of an isopycnic localization transfor-
mation of each one of the matrices whereas in the present model
the resulting regional first-order reduced density matrices
diagonalize in the same localized basis set. This property render
a direct and strictly valid comparison between atomic popula- . . .
tions and localized orbitals corresponding to different regional L&t us consider the expression that relates @ basin
matrices arising from the present model. The systems describedfanonical natural occupation numbers with those corresponding
in Tables 1 and 2 were also calculated in ref 2 within the to localized orbitals
symmetrical model. The results turn out to be similar to those
arising from the present scheme, although the former one is ~
computationally much more expensive. It is also interesting to n(€2) = Z[VJ(QA) VK(QA)]l/ZUFUki%i|¢kD (34)
highlight that the ionicities index of a bond are almost identical !
in both models.

Let us finish this section by pointing out that alternative Defining
descriptions of some of the systems studied in the present work
can be derived from approaches others than AIM one. Thus, .
for example, in the valence bond theory (VB) the bond in the |t 0= Z[VK(QA)]MUHWKD (35)
F, molecule is interpreted in terms of a charge-shift bond in
which the resonance of the ionic structures is the stabilizing
contribution; this feature, which is not discriminated by the AIM
scheme, is supported by the electron localization function (ELF)
approach?

SAppend|x

it follows that

. n(Ry) = |50 (36)
5. Concluding Remarks

In conclusion, in this paper we report a procedure to
decompose the first-order reduced density matrix ofNan
electron system into regional first-order reduced density matrices
according to the three-dimensional atomic basins defined in the n(QR,) =0 (37)
AIM theory. The first step in this procedure involves one
isopycnic localization transformation, which provides that the
regional matrices resulting from the subsequent partitioning are Moreover, because

and therefore
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n(€2,) = Z[Vj(QA) V(Qp)] llzoﬁokimbﬂd)km
J

ZZ[” (24) W QI U0 (ngng) (v ™
U;)quﬁlbph/)qm
- ZZ(@JM@: |15|<|¢kg2 )1/2U U Ukpnp
= ;[]z(msjm@z )"AU5UR] x
[Zoa (Bdo3) " 'n, (38)

it follows that
N(Qp) = Z[Jz(wj@z )05 U*][ZU (B3 )T
= IZQSJ|¢1@2AO;;U“ < JZOJTOH =1 (39)
Thus,
0=n(Ry =1 (40)

which proves eq 20.
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